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Abstract:

This paper studies the effect of changes in thd@mpent rate on labour productivity per hour, takin
an empirical approach. By splitting the workforogoithree qualification categories, this studywdo
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qualification structure. With the results obtainee are then able to emphasise the mechanicat effec
on GDP, for each country in our panel, of a catplwith the best practice with respect to employment
rate structure and qualification level. It appetrat the two effects are more or less of the same
magnitude. Moreover, this methodology allows usatik the countries in our panel depending on the
gains they could expect from adopting the besttipegin each of the two areas.
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1. Introduction

Which employment-based policy would lead to theyést GDP per capita gains? Countries can
increase either the employment rate, working timgualifications within the employed population.
GDP per capita levels vary among industrialisedntoess, and at the same time we observe huge
varieties in employment rates, working time andlifjoations of the working-age population. For
example, GDP per capita, the employment rate anétimgptime are higher in the United States than
in Continental Europe (see Prescott, 2004). Thidaéxs why improving the employment rate and the
knowledge-based economy across Europe were twheothree pillars of the Lisbon Stratégshe
implicit goal being to catch up with the US GDP mapita level. However, supposing trade-offs
between productivity and the employment rate antvéen productivity and working time, the
differences observed among countries in the empdoymate and in working time cannot explain
differences in GDP per capita in the same propartio

A growing amount of economic literature studies tiedationship between productivity and the
employment rate, and between productivity and waykiours, using country panel data. Most find a
negative elasticity of hourly productivity with regl to the employment rate and to working time. The
explanation usually given for the negative elasstigiith regard to the employment rate is that the
more productive and skilled people are hired fi&bncerning working time, it is argued that the
effects of fixed costs (which produce increasintumes to hours worked) are outweighed by the
effects of fatigue (which produce diminishing reisiy.

Initially, this literature aims mainly to study tmele of producing and using ICTnformation and
communication technologiesn productivity. Starting with Gust and Marqu&0@4), recent papers
highlight the role of differences in the employmeate to explain to some extent the international
disparities in productivity levels. Adding hours riked into the model and using a more sophisticated
method (the Generalized Method of Moments, rathan the Generally Least Squares method used in
Gust and Marquez, 2004), Belorgey et al. (2006]) &in elasticity of hourly productivity with regard
to the employment rate of around -0.3 and with méd¢a working time of around -0.65.

Focusing on the impact of the employment rate aoxkiwg hours on productivity (rather than of ICT
as in the two previous papers), Bourlées and Ce&d®F, 2007) confirm this negative relationship
between the changes in the employment rate andhaerges in hourly labour productivity. They
estimate both a static and a dynamic relationshgng Ordinary Least Squares (OLS) and
Instrumental Variables (IV) methods to control farious biases as endogeneity or measurement
errors. They find an elasticity of hourly produdtvof around -0.65 with regard to the employment
rate and of around -0.55 with regard to hours wibrka parallel, McGuckin and van Ark (2005)
analyse through OLS the long-term relationshipsveen labour participation and productivity. They
also find a negative trade-off over short periaggimated at less than 0.3 in absolute terms.din th
study, elasticity with regard to working time isegter than in previous studies, between -0.5 and -
0.77. However, the latter result is considered ledsvant by the authors because of a strong
relationship between productivity and per capitzoine.

The same kind of results as those of Bourlés arité 2005, 2007) are obtained with IV methods by
Aghion et al. (2009), who mainly focus on the impa¢ education and market rigidities on

productivity. These negative trade-offs are alsesent in Dew-Becker and Gordon (2008). The
authors also perform a static estimation deployivigmethods. The employment rate effect on
productivity is estimated to be almost -0.6. Inegant study using IV methods, Cette, Chang and
Konte (2009) find decreasing returns to workingetiand confirm the hypothesis of their decrease

% The other pillar was the environment, with the aifmeducing greenhouse gas emission.

% One of the first empirical studies obtaining aatég elasticity of hourly productivity with regatd working
time is Malinvaud (1973), on a firm panel data3éie estimated elasticity was close to -0.5.



with the working time itself. This means that thasécity of the productivity per hour with regatal
working time is negative and would be itself desieg with working time, via an increasing fatigue
effect.

However, these results are contradicted by VanHiest, Rojas-Romagosa and Bettendorf (2009).
Using a 3SLS method (with demographic variablesl e instruments), the authors find a positive
trade-off between the employment rate and prodigtiiNevertheless, they concede that the
productivity elasticity with regard to hours workedunstable. Moreover, they note that the risk of
productivity slowdown is higher if the number ofune worked increases intensively.

Although the relationship between productivity amdployment is often intuitively explained in the
literature by skills or demography, few papers elpdook at this issue empirically. The first atfgim

to explore this explanation is made by Bourlés @ette (2005) who break down the employment rate
into six categories crossing three age groups thightwo genders. They find differences between the
age groups: an increase in the employment ratet@a® increase in employment among 25 to 54
year-olds slows down productivity by a lower amotlnan if it comes from a population aged 15 to 24
or 55 to 64. This may reflect two human capitaket$: a lack of experience in the young unemployed
population and an erosion of human capital in iderdoracket of the unemployed population.

Boulhol (2009) and Boulhol and Turner (2009) cortplé¢he analysis by integrating different
qualification groups. They distinguish 30 categsrigossing 3 dimensions (2 genders x 5 age groups
x 3 education levels) and show that the effechefworking-age population structure is dominated by
the effect of educational composition. However,ythese data on relative wages to evaluate
productivity changes beyond these 30 categories. dfjproach has the advantage of distinguishing a
specific effect for each country, but has the drsathges of having to assume a perfect labour rharke
and to rely on data concerning wages, employmemttsires and working-age population structures at
the limit of their accuracy capacities, or beyond.

The present study aims to distinguish, within ttaelé-off between productivity and the employment
rate, (i) the specific role of the education stnuet assuming a constant overall employment raig, a
(if) the specific role of a pure employment ratamge, assuming a constant education structureoTo d
so, the working-age population and the employedufadipn are broken down into three categories,
according to their education level. Unlike Boultasid Turner, we rely on econometric methods to
evaluate the effect on productivity of a changéhim employment rate of each of the three education
levels. This then allows us to study the impactGIDP of a catch up with the best practice in the
employment structure and in the qualification lenedpectively. For European countries, the topic of
the paper is therefore closely linked with two loé three pillars of the Lisbon Strategy: to improve
Europe’sknowledge-basedconomy and employments rates.

Our empirical analysis is carried out on a panetwe#nty-one OECD countries: Australia, Austria,
Belgium, Canada, Denmark, Finland, France, Germ@ngece, Ireland, Iceland, Italy, Japan, Korea,
the Netherlands, Norway, Portugal, Spain, Swedan,United Kingdom and the United States. The
annual macroeconomic data span the 1980-2007 pefibd main data sources are the OECD
databases. Data are detailed in Appendix A.

Regarding the overall employment rate, we confinm tesults of most papers listed above, since we
find elasticity of hourly productivity with regartb the employment rate and to hours worked of
around -0.5. By splitting the workforce into thrgealification categories we can show that the éffec
of an increase in the employment rate is greatealfsolute terms) if coming from an increase in the
employment of low qualification groups (“less thaecondary education” or “some secondary
education”) than if coming from an increase in #m@ployment of the population with higher
education. In addition we find that the effects augnfrom the first two qualification groups are not
significantly different from each other. Turning policy implications, and the effect on GDP of a
catch-up with best practice in employment structurd qualifications, it appears that (i) both effec



are generally of the same magnitude, but (ii) coesin our panel can be ranked on the gains thay c
expect from adopting the best practices in eatchefwo areas.

The paper is organised as follows. Section 2 revi¢he main differences among countries in
qualification structure, employment rate and thetébution of each of the qualification groups he t
employment rate. Section 3 and section 4 give esitm results of productivity elasticity with regar

to the overall employment rate and to the employmate of each of the three qualification groups
respectively. Section 5 gives policy implicatiorfdltese results, in terms of the mechanical paénti
GDP gains, which could be obtained in each coulllyyadopting the best practices for the
qualification structure of the working-age popudatiand for the employment rate structure. Section 6
concludes.

2. Descriptive Statistics: unequal employment and guélcation structures

This section is devoted to comparative statistita panel of 22 OECD countries: the 21 named in the
introduction and Switzerland. More precisely, weaghlight the significant differences between
countries concerning the qualification structurec{®n a) and the employment rate structure (sectio
b) of the working-age population.

a. The qualification structure

As stated in the introduction, we distinguishedeéhilevels of qualification in the working-age
population (i.e. population aged 15 to 64 yeargloWw secondary education, secondary education
(completed or not) and higher education (complatednot). The qualification structure differs
strongly among countries (see Chart 1).

In 2005, the proportion of third-level educationarg the working-age population exceeds 30% in
only four countries: Canada (40%), Japan (35%), Wmited States (33%) and Norway (30%).
Conversely, this proportion is below 20% in fouuntries: Greece (18%), Austria (15%), Italy (11%)
and Portugal (11%). Similarly, the proportion o tlowest education level is very sparse. It is Wwelo
20% in four countries: Japan (13%), the United Kimy (14%), Canada (19%) and the United States
(19%). Conversely, it is above 30% in ten countrtee Netherlands (32%), France (36%), Iceland
(36%), Ireland (36%), Belgium (36%), Australia (3){%reece (41%), Italy (50%), Spain (52%) and
Portugal (72%).

Still, from the various proportions of the poputetiwith secondary education, it appears that the
differences in the proportions of the populatiorthwthe lowest level education do not necessarily
reflect similar differences in that with the highésvel. Among the ten countries with a working-age
population with the lowest education level of ab8@86, we can distinguish three groups:

- Seven countries are slightly lagging in their selzoy and third-level education, the proportion
of each of these two groups exceeding 20% of the&king-age population: Australia, Belgium,
France, Iceland, Ireland, the Netherlands and Spain

- Two countries are predominantly lagging in theirdHevel education, the proportion of the
secondary and third-level education in the workdigg- population being respectively above and
below 20%: Greece and ltaly;

- One country is suffering from a significant lackdath secondary and third-level education, the
proportion of each of these two groups being beR@8o of the working-age population:
Portugal. Not surprisingly, we will see that Podlg the country which benefits the most, in
terms of GDP gains, from the adoption of the besttce for qualification structure.



b. The employment rate structure

In all countries, the employment rate of the popatawith the lowest education level is below tbat
the population with secondary education which gslftlower than that of the population with third-
level education. In 2005, the employment rate ef plopulation with third-level education is below
75% in only one country: Germany (72%). In contrést the population with secondary education it
is above 75% in only six countries: Iceland (86%grway (80%), Sweden (79%), Denmark (78%),
Australia (77%) and the Netherlands (76%). Findly,the lowest education level, the employment
rate is above 75% in only one country: Iceland (¥.9%

Moreover, the range of the employment rates overcthuntries in our dataset appears larger for the
population with the lowest education level (from¥40n Belgium to 79% in Iceland) than for the
population with secondary education (from 61% ire€&e to 80% in Norway) which is itself larger
than for that of the population with third-levelus@tion (from 75% in Japan to 90% in Iceland).

Overall, the employment rate of the working-ageudaton is very diverse among the countries in our
dataset (see Chart 2). It is particularly high (0¥8%) in three countries: Norway (75%), Denmark
(76%) and Iceland (84%)). It is low (below 65%) ivef countries: Italy (57%), Greece (60%), France
(63%), Korea (64%) and Spain (64%). Not surprigingle will see that Italy is the country which
benefits the most, in terms of GDP gains, from #uwption of the best practice in terms of
employment rate structure. The employment rataterinediate (within the range of 65% to 75%) in
the other thirteen countries. We observe that thel@/ment rate is higher in Anglo-Saxon and
Nordic countries and Japan compared to Continéntedpean countries. This development (it was not
the case in the early 70's) was stressed for theetrStates compared to Continental European
countries by Prescott (2004).

The contributions of the different education grotpsards the overall employment rate (defined as
the ratio between the numbers of employed in thecatibn group and the total working-age
populatio) depend both on the qualification structure of terking-age population and on the
employment rate of each group (see Chart 2). Tidribotion of the population with third-level
education is very low (below 15 percentage poiimtdpur countries: Italy (8 pts), Portugal (10 pts)
Austria (13 pts) and Greece (14 pts). It is ondbetrary particularly high (over 25 percentage g)in
in six countries: Denmark (26 pts), Iceland (29 ,plapan (26 pts), Norway (26 pts), the UnitedeStat
(28 pts) and Canada (33 pts). The contributiornefgopulation with the lowest level of education is
very small (below 10 percentage points) in fourntdes: the United Kingdom (7 pts), Japan (8 pts),
the United States (8 pts) and Canada (9 pts).oih ithe contrary particularly large (over 25 petage
points) in three countries: Iceland (29 pts), Sgathpts) and Portugal (48 pts).

From these observations, we may already gues$athabme countries, GDP gains from adopting the
best practice in terms of qualification structureobemployment rate structure can be significémt.
order to evaluate these gains, it is necessarystoestimate the potential GDP gains from an iasee

in the employment rate or from a shift upwardshie qualification structure.

3. Employment and productivity: an aggregate approach

Before trying to break down the respective effettshanges in qualification level and in employment
structure on productivity (effects on GDP immediati®llow), let us first analyse in the following
section the overall effect on hourly productivitiyan increase in the employment rate. After having

* The contribution of an education group to the ayplent rate is therefore different from the empleytrate
of this education group (that is the ratio betwélem number of employed in the education group ed t
number of working-age individuals in this group.)



defined the estimated relationship (section a),caey out the estimates using the Ordinary Least
Squared (OLS) (section b) and the Instrumentalabdes (IV) methods (section c).

a. Estimated relationship

The first model we estimate in this paper aimshtaracterise the effect of changes in the employment
rate (ER) on hourly labour productivity (LP) growtBased on previous empirical studies (see for
example Gust and Marquez, 2004, Bourles and C2@e5, 2007 or Belorgey et al., 2006) and
according to economic theory, we also control ia #stimates (i) for changes in the logarithm of
hours worked (h) to control for the decreasingmetof this variable on hourly productivity and (ii)
for changes in the capacity utilisation rate (CUR)reflect the effects of the economic cycle. We
moreover allow for these relationships to be dymattmiough the inclusion of an auto-regressive term

(Alp_,). In the following, variables in lower case copesd to logsA corresponds to a first order

difference and a subscript -i indicates that theatde is lagged by i period. Finally we test foamy
other controls (¥ amongst which country fixed effects that tak® iatcount all omitted variables that
are constant by country throughout the period. @&sigmated relationship can then be presented as
follows:

Alp = a.lp_; + B.AER + y.Ah + @.ACUR + }in;. X; + cte + u (2)

In the following, the only presented extra contratiable we use — except for country fixed effeets
will be the share of ICT production in total valadded (IPTR). This is consistent with previous
studies (e.g. Bourles and Cette, 2005, 2007) tithtate this variable as the only other significame
amongst all alternative explanatory variables (gtweent rate, R&D spending, rate of self-
employment, share of part time in employment, etc.)

The expected signs arel<f, y<0 and ¢ = 0. The estimated coefficient for the impact of IPiER

also expected to be positive. Regardmg- the coefficient of the autoregressive term —egative
(resp. positive) sign would imply that our explagtvariables have a lower (resp. higher) impact on
the long term than on the short term.

The empirical analysis is carried out on annuahdatross a panel of 22 countries in the OECD, for
the period 1986-2006. Let us first expose the tdeulthe estimates of relationship (1) using tHeSO
method before turning to the instrumental variabiesthod, which may correct for measurement
errors or simultaneity issues

b. Estimation results using the OLS method

Table 1 presents the estimates of relationshipofityined using the ordinary least squares (OLS)
method. Several specifications are tried: statitdmyic, with/without country fixed effects and
with/without controlling by ITPR, all variants leiad to similar results that can be summarised as
follows.

When present, the autoregressive term appearsdigiécantly positive. This would mean that long-
term effects are greater than short-term ones. Téssllt seems rather odd in the case of the
employment rate. Indeed, a noteworthy explanatioergto decreasing returns of the employment
rate is the erosion of human capital. To that eddéteast, a negative coefficient for the autoesgive
term would seem more natural. This may indicatd tha OLS estimate may be biased due to
simultaneity issues.

The coefficient estimated for the effect of a chamgthe employment rate is always significant veith
short-term (or static) effect of around -0.5. Tisi€onsistent with economic theory and with presiou

6



empirical findings. Surprisingly, whereas in prawgostudies (Belorgey et al., 2004 or Bourlés and
Cette, 2005, 2007) this result was obtained withophisticated method (Generalized Method of
Moment or Instrumental Variables), we obtain hédre ¢lasticity with the OLS method, which may

indicate that the enlargement of the sample hascegtisome of the biases.

The results are less satisfying, however, regarttisgeffect of hours worked. Although we do find a
significant negative effect, the estimated coeffitifor Ah appears to be slightly high (in absolute
terms) with an elasticity of hourly productivity thi regard to hours worked of around -0.8. As
previous studies agree instead on an effect ofnare@.5, this again seems to indicate the presehce
some bias.

The other estimated coefficient seems fair as ne & positive and significant effect for the capaci
utilisation rate (with an acceptable magnitude) #3d@ production. Moreover, one can see from
columns [7] and [8] that country fixed effects hditiée impact on the estimates. As our methodology
then amounts to a difference in difference, it hasimpact even when the autoregressive term is
present (columns [5] and [7]).

As the estimates for the effect of the autoregvessrm and hours worked seem to be biased, in the
next section we perform the estimates of relatignél) using the instrumental variables (IV) method

c. Estimation results using the IV method

The implementation of instrumental variables majegd correct some of the measurement errors and
simultaneity issues present in the model. Two tastaused to evaluate adjustment quality: the Sarga
test (1958), which assesses the overall qualith®fadjustment and relevance of the instruments, an
the Durbin-Wu-Hausman test (or the Davidson and Kitamon, 1993, test in the case of regression
with country fixed effects) to check the exogeneityhe instruments.

Table 2 presents the results of the estimatesgoéssion (1) using the instrumental variables netho
We again implement the regression (i) with and auitithe autoregressive term, (ii) with and without
country fixed effects and (iii) with and withoutetttontrol of ITPR. We consider column [6] as the
one giving the best results. This specificationregponds to a regression with the control of ITPR,
without country fixed effects and without the aeigressive term (that would have been non-
significant if apparent, see column [5]). It sdésfall the considered tests — which notably jiestithe
use of instrumental variables — and gives the “bgsarest to -0.5) elasticity of hourly productyi
with regard to hours worked.

As in Bourlés and Cette (2005, 2007), the use sfrimental variables reduces the elasticity with
regard to hours worked. Moreover, the presencelBRI as an explanatory variable seems to be
crucial for the Durbin-Wu-Hausman (or Davidson-MoKon) test to be satisfied.

In the specification of column [6AERand ITPR are instrumented. The choice of the instnts,
AERIlags, GDP lags and the investment rate is consistgin both theoretical and empirical theory.
The lags of the employment rate tend to reducéitee due to measurement errors whereas the biases
due to co-linearity driven by cycles can be redubgdhe introduction of GDP as an instrumental
variable.

The estimates of column [6] give the following riksu(i) a one-point variation in the employment
rate changes hourly productivity by -0.51%; (ii)18 variation in hours worked changes hourly
productivity by -0.50%; (iii) a one-point change time utilisation rate raises hourly productivity by
0.2%; (iv) a one-point change in ICT productionaashare of GDP raises the growth in hourly
productivity by 1.49%.



4. Disentangling employment structure and gualification effects

We present successively the methodology adoptesth@jhe results (b).

a. Methodology

As pointed out by Boulhol (2009), the above analyaind its interpretation in terms of productivity
changes due to overall employment rate variatidasyilent on a key aspect of productivity:
qualifications. Indeed, depending on the structireutside workers (who become employed after an
increase in the employment rate) in terms of qualifons, the change in productivity caused by an
increase in employment rate could be very different

In a previous study, Bourlés and Cette (2005) fznadysed the effect of population structure in grm
of age and gender. They have shown that the effieqiroductivity of a catch-up with the United

States’ employment rate is independent of the lbd@ak of the workforce according to gender and
age.

Here, we choose to split the workforce into thremugs according to qualification level: 1) lessrtha
secondary education, 2) some secondary educatibrBlaaome higher education. This allows us to
split the previous effect of the employment rat® two parts: the effect of the qualification stwe

in the workforce (for a constant employment streefand the effect of employment structure (for a
given qualification structure). This methodologyfelis from the one used by Boulhol and Turner
(2009) who estimate the same effects using the svagéerential as a proxy for the productivity
differential between qualification groups.

E_ELE,

Instead, here we break down the employment ratetimee contributions:— Where

E represents the number of employed with a levebatfiticationi and P represents the working-age

population (see Chart 2 for comparative statistitshese variables). Note here that each contabuti

E;
F does not correspond to the employment rate of tiadifapation group concernelgl- This allows
1

us to have an interesting additive property. Infdtewing we will note:ER 2%.

Given this breakdown, the relationship (1) chosenthe previous section (Table 2 Column 6)
becomes:

Alp = }; B;-AER; + y.Ah + ¢@.ACUR + 1. ITPR + cte + u 2

b. Employment rate effects by qualification

The additive property described above allows ugetify the quality of our estimation in at leastotw
respects:

- The consistence of the 3 coefficientsA&rR with the one found in the previous section for
AER;

- The relative stability of the coefficients ofntool variablegy, ¢ ands with respect to those
found for equation (1).



The results of the estimates of relationship (2hgishe OLS and the instrumental variables method
are given in Table 3.

As employment data by qualification level are aafalié for fewer observations than total employment,
this relationship is performed on 163 observatiamncerning 21 countries (Switzerland disappears
from our datase?).

In column [1] of Table 3, we first reproduce thdireates of the previous section on this reduced
sample. It then appears that our main results iegepred and that this outcome can be obtained with
fewer instruments. We are indeed able to obtaimasts near those of Table 2 Column [6] without
instrumenting by the investment rate and with felags oMAER. This may indicate that there is less
bias in the reduced sample. The main change bettheenvo samples being the time period covered
(due to time availability of employment rate by Hfigation), this could denote lower measurement
errors in the latest years of our initial sample.

Columns [2] and [3] of Table 3 are devoted to thneates of relationship (2) with the OLS method.
Once again this method gives pretty good results-llue to various biases — seems to overestimate
the effect of hours worked. Still, this first estition indicates that the negative effect of anaase in

the employment rate is larger (in absolute term®mcoming from an increase in the employment of
low qualification groups (“less than secondary edian” or “some secondary education”) than when
coming from an increase in the employment of thé gicthe population with higher education.

This effect is confirmed by the estimates with ith&rumental variables method (Columns [4] to [9]).
All of the presented specifications (of instrumégntsrifies the performed tests and presents similar
results, but for the sake of clarity we will mairiscuss the results of columns [6] and [7] thaedn

our view the best estimates and rely on the shiistesf instruments.

As in the previous section, one of the major effenft the IV method is the reduction (in absolute
terms) of the elasticity of hourly productivity Wiregard to hours worked, this elasticity being now
close to -0.5 (-0.555 in column [6]). Regarding tiféect of variations in the contribution to the
employment rate, it appears that (i) an increashenemployment rate caused by an increase in the
employment of workers with less than higher edwocai$ significant with an elasticity of around -0.6
(respectively -0.600 for the population with leBan secondary education and -0.589 for people with
some secondary education, see Column [6]); (ii) difference between these two effects is not
significant; (iii) the effect of an increase in tamployment rate due to an increase in the cortioibu

of high-skilled workers (with higher education)riegative, non-significantly different from zero and
significantly different from the one of the othextegories.

These results allow us to aggregate together (iorm@o[7]) qualification groups 1 and 2 (that is the
part of the population with secondary education ks3). It then turns out that an increase of one
percentage-point in the contribution of groups & @msignificantly reduces productivity growth by -
0.594 percent when an increase in the contribuifdmgh-skilled workers does not have a significant
impact on growth.

These effects cannot however be directly intergreie information on the productivity of that
particular qualification group, in respect of eitlieose in the category who are employed or ak¢ho
of working age. The differences between categafwaild not be directly interpreted as productivity
gaps between the two categories but rather as gtiotiy gaps between people in each category who
are currently not employed but would be the fiesirtove into employment. Such comparisons require
caution since the effects are an average for alhcies in our sample and may mask differences
between countries that stem from salient featuneb as the employment rates in each category. This
iIs because the actual impact of a change in acp&ati category’s contribution to the aggregate

® The authors are grateful to Hervé Boulhol for pdag the data.



employment rate is likely to vary from one countoyanother, depending on the initial level of the
employment rate in that category.

The estimation results for our other explanatoryaldes appear to be strongly stable relative & th
aggregate approach. This denotes the fair robustolesur analysis. Still, one can notice that the
effect of ICT production largely decreases (from9lin Table 2 Column [6] to 0.77 in Table 3

Column [6] and [7]) as we break down employmentgomalification. This can be explained by the
strong link between ICT production and skilled labodue to the specific skills needed for the
production of ICT. Correcting for the effect of djfiaations therefore decreases the apparent effiect

ICT production.

5. Policy implications: the effects of increasing theducation level and the employment rate

The above analysis appears to be very interessngallows us to calculate for each country in the
dataset the mechanical impact on the GDP level assalt of adopting: (i) the population’s
qualification structure and (ii) the employmenteratructure by education level of the United States
of the country considered as the one with the piesttice§ The estimation results given in Table 3,
column [7], have been used here to perform thekmilations. To be consistent with the estimation
results (and particularly with the equality testg)p education levels are distinguished from ttredh
initial ones, the lower and medium being combined #e highest level left apart.

We successively present the impact of adoptingottst practices for the population’s qualification
structure (a) and for the employment rate (b), tl@etpving an overall analysis of policy implicaten

(c).

a. Change in the population’s gualification structure

Concerning the impact of a change in the populaigoalification structure, we assume the observed
employment rates are constant per education l&be. mechanical impact on the GDP level stems
from the change in the population structure by atlan group, since changes in the contribution of
the different education groups have distinct préigitg consequences. For accounting reasons, the
overall impact of this change in the GDP levelxactly equivalent to the mechanical impact on the
hourly productivity level.

The mechanical gains in GDP resulting from adoptivgUS qualification structure are above 5% for
three countries, Austria, Italy and Portugal, abdve 2.5% for three additional countries, France,
Germany and Greece (see Chart 3). Portugal haighest gains: 6.3%. Gains are negative in two
countries where the education level of the worlagg- population is higher than in the United States:
Canada and Japan. As a whole, gains seem lowke tones calculated by Boulhol and Turner (2009,
Figure 8.4.A), essentially for two reasons. Thetfione is that Boulhol and Turner distinguish 30
groups, crossing 3 dimensions (2 genders x 5 agpses x 3 education levels), whereas we distinguish
only two groups in one dimension, the educatiorelle¥he second reason is that we estimate the
productivity—education elasticity, assuming thag glasticity is constant over all countries, wherea
Boulhol and Turner (2009) vary it per country by tlvage costs, under the assumption of a perfect
and efficient labour market. This assumption magdi¢o an overestimation of the productivity of

® Using the previous notations, the impact on thePG@vel in country j as a result of adopting theiadion
level (MIES) and the employment rate structure (R)Bf a reference country r is calculated as folow
Ei P B Ri Eyr Ei
Ir | - 1) ir 1)
—.(—=—-—) andMIER = 1+Bi)—.(——-——
G5 iZ( Bi) P ( )

MIES=Y"6;.
Zi: Ri P P Pr Py
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high-skilled workers who may extract rent from thBmployer and be paid over their marginal
productivity.

Canada is considered to be the best-practice gofmtrthe population’s education structure in this
study. In the dataset, it is the country with thghlst proportion of third-level education in the
working-age population, with 40% (the second coubting Japan with 35%). GDP gains are higher
when adopting Canada’s qualification structure théren adopting that of the United States. These
gains are above 5% for four countries: Greece, rhysitaly and Portugal. Once again, they are
highest in Portugal: 8.6%. They are below 2.5%rity ¢hree countries: the United States, Canada and
Japan. The results demonstrate that improving diaeation level of the working-age population is an
effective policy to positively impact GDP, for albuntries except for the last three listed.

b. Change in the employment rate

Let us now turn to the impact of a change in thepleyment rate structure while keeping the
population’s education level constant.

Due to decreasing returns of the employment réites may for example be due to an erosion of
human capital during episodes of unemployment), eaernl increase in the employment rate
mechanically decreases the productivity level. Tasrease is greater when due to an increase in the
employment rate of those with low level educatibart in the employment rate of those with higher
education. This decrease in productivity reducespibsitive impact on the GDP level of the increase
in the employment rate. The mechanical impact orPGID an increase in the employment rate is
calculated by taking into account this negativeaotmpn productivity.

The GDP gains obtained by adopting the United Stamployment rate structure are never above
5%. They are above 2.5% for eight countries: Jafpajn, Germany, France, Greece, Korea, Belgium
and ltaly (see Chart 4). In Italy, they are theheigt: 4.2%. Gains are negative in nine countriégrev
the employment rate is higher than in the Unitedte3t Iceland, Denmark, Norway, Sweden, the
United Kingdom, the Netherlands, Australia, Austiiad Portugal. These results are consistent with
those of Bourlés and Cette (2005, 2007) who caleuiar a set of OECD countries the productivity
impact of the employment rate gap vis-a-vis thetéthStates.

The highest employment rate is observed in Icel@4d4% for the whole working-age population).
This cannot however be considered as representitice the country is very small and specific (the
working-age population is less than 200 thousaBénmark, with the second highest employment
rate (75.5%), is therefore considered as the bastipe country, the third and fourth countriesnigei
Norway (75.2%) and Sweden (73.9%). The GDP gainaiodd by adopting Denmark’s employment
rate structure (of each educational level) are drighan those obtained by adopting that of the ddhit
States. The gains are above 5% for seven coun8pesn, Germany, France, Greece, Korea, Belgium
and ltaly. They are above 2.5% for four more caesfrCanada, Finland, Ireland and Japan. They are
the highest in ltaly: 6.7%. These results demotestthat increasing the employment rate of the
working-age population is also an effective policyncrease GDP.

c. An overall analysis of policy implications

Based on the results, we classify the countriethén dataset in terms of GDP gains that can be
expected from endorsing best practices for edutatia for the employment rate of the working-age
population (see Table 4).

- The United States is the only country where noigant GDP gains can be expected from

adopting best practices for education and the eynpdat rate (less than 2.5% for each of the
two policies).
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- On the contrary, for Greece and ltaly, the poté&i2aP gains are significant (more than 5%) for
each of the two policies. Both policies are veffgetive for these two countries.

- In Austria and Portugal, the most effective polisyto improve the education level. Endorsing
best practices gives GDP gains of more than 5%eflurcation but of less than 2.5% for the
employment rate. The same policy hierarchy is olexbrbut with lower gains in seven
countries: Australia, Denmark, Iceland, the Netneds, Norway, Sweden and the United
Kingdom. In these countries, adopting the besttmes gives GDP gains of less than 5% but
more than 2.5% for education and of less than Z&%he employment rate.

- For Belgium, France, Germany, Korea and Spain,ntlest effective policy seems to be an
increase in the employment rate. Endorsing besttipess leads to GDP gains of more than 5%
for the employment rate but of less than 2.5% fiwoation. The same is true but to a lesser
extent for Canada and Japan. In these countriegptiad the best practices gives GDP gains of
less than 5% but more than 2.5% for the employmaetbut of less than 2.5% for education.

- For Finland and Ireland, the two policies arfeaive with minor gains (more than 2.5% but less
than 5% for each of the two policies).

6. Conclusion

The results presented in this paper confirm thectsfof the employment rate on productivity. Welfin
clear evidence indicating that an increase of osregntage point in the employment rate decreases
hourly productivity by about half a percent.

We contribute to the existing literature by refipirthese effects, by taking into account the
workforces’ qualification levels. We provide estims showing that the negative effect on
productivity of an increase in the employment riagtgreater (in absolute terms) if coming from an
increase in the employment of low qualification @wpe than if coming from an increase in the
employment of the population with higher educatibnaddition, we show that the effects coming
from the two first qualification groups (“less thasecondary education” or “some secondary
education”) are not significantly different fromadaother, and that an increase in the employmeat ra
coming from highly-skilled labour does not sign#itly lead to productivity losses.

Our paper also has useful policy implications, asawe able to point out for each country in the
sample the GDP gains they could expect from endgrbiest practices for education and for the
employment rate. For European countries, it giveaesindication of the priority for each country to
implement a strategy such as the Lisbon Stratetpat\wan be expected, in terms of GDP per capita,
from a catch up with the United States or with bgstctices concerning the employment rate or
education?

The analysis we make should of course be viewet wdiution, as it relies on inevitably fragile
estimates conducted on a small panel of industgdlicountries. Each country has specific instifigtio
and labour market regulations (such as the exist@ica national minimum wage and its relative
level) which can explain specific effects. The msties, nevertheless, suggest promising gains in
GDP, which may be achieved in some industrialismthtries after undertaking ambitious reforms to
increase the education level in the workforce antiancrease the employment rate. A next step in
this analysis could be to look at the impact of iflteractions between changes to the qualification
structure and (i) rigidities in labour and produawrkets, (ii) the productivity level itself.
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Appendix: Sources and definition of the variables used

Standard- Standard-
Mean I Mean e
. . deviation . deviation
Description Sources 22 countries* 29 ., 21 countries* 21 -
(400 obs) countries (163 obs) countries
(400 obs) (163 obs)
LP ; alculus using 32.65 8.57 35.20 8.82
GDP constant prices per hour worke ECD data
H Average annual hours actually worke®@ECD: 1760.99 262.06 1744.67 271.64
per worker Labour market
ER Employment/population ratio OECD: 0.66 0.08 0.67 0.07
Labour market
CUR  Capacity utilisation rate 81.78 3.56 81.69 3.75
OECD: Monthly
economic indicators
ITPR  Share of ICT production in total valueSTAN data 0.06 0.02 0.06 0.02
added
INVR Total investment in volume as a % of OECD: Economic 0.21 0.04 0.22 0.04
GDP Outlook
Gross domestic product in USD . 1127 343 1 936 387 1131987 1 948 684
. X OECD:
GDP  millions, constant prices, constant PF .
National accounts
reference year 2000,
SER Self employment rate as a percentageogFD 0.17 0.09
total civilian employment
RD R&D expenditure relative to GDP  OECD 2.04 0.84
ERp 0.53 0.08

Employment rate of population with  OECD: Boulhol
below upper secondary education.

ERs Employment rate of the population wiECD: Boulhol 0.70 0.08
upper secondary education.

ERt Employment rate of the population WiB'ECD' Boulhol 0.81 0.05
tertiary education. ’
ER1 The contribution tadhe employment ra_CaIcqus using 0.19 0.10
o OECD data
of the group with "below upper
secondary" education
ER2 The contribution of the employment Calculus using 0.30 0.09
rate of the group with "upper OECD data
secondary" education
ER3 The contribution tdhe employment rarCalCUluS using 0.18 0.06
e . “OECD data
of the group with "tertiary" education
P1/P  Population with less than upper Calculus using 0.35 0.15
secondary education - total populatio®ECD data
ratio
p2/p  Population with upper secondary ~ Calculus using 0.42 0.11
education - total population ratio OECD data
p3/p  Population with tertiary education - Calculus using 0.23 0.08
total population ratio OECD data

*: The 21 countries are Australia, Austria, BelgiuGanada, Denmark, Finland, France, Germany, Gréetand, Iceland, Italy, Japan,
Korea, the Netherlands, Norway, Portugal, Spaired®m, the United Kingdom and the United States.Zheountries are these 21 and
Switzerland
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Tables and Charts

Table 1

Relation (1) estimates with the OLS method.

Explained Variable: Alp

[1]

[2]

(3]

[4]

[5]

[6]

Alp_, 0.155" 0.140~ 0.140~
(0.045) (0.045) (0.045)
AER -0.600" -0.571" -0.607" -0.582" -0.607" -0.576"
(0.088) (0.089) (0.088) (0.088) (0.088) (0.085)
Ah -0.767" -0.830" -0.746" -0.798" -0.746" -0.709”
(0.093) (0.093) (0.093) (0.092) (0.093) (0.088)
ACUR 0.002" 0.003" 0.002” 0.002” 0.002" 0.002"
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
ITPR 0.135" 0.156" 0.135" 0.067"
(0.052) (0.052) (0.052) (0.070)
Constant 0.016 0.019" 0.009" 0.011" 0.009" 0.016"
(0.001) (0.001) (0.003) (0.003) (0.003) (0.004)
Country fixed effects No No No No Yes Yes
Number of observations| 400 400 400 400 400 400

Standard errors in brackets
* significant at 10%; ** significant at 5%; *** sigificant at 1%
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Table 2

Relation (1) estimates with the IV method.

Explained Variable: Alp
[1] [2] [3] [4] [5] [6] [7] (8]
Alp_4 0.147 -0.058 -0.035 -0.063
(0.046) (0.047) (0.108) (0.048)
AER -0.428" | -0.513" | -0.408" | -0.401" -0.505 | -0.509" | -0.368 -0.368"
(0.157) (0.165) (0.140) (0.138) (0.255 (0.238) .18D) (0.147)
Ah -0.743" | -0.821" | -0.660" | -0.645" -0.488" | -0.503" | -0.655 | -0.639"
(0.095) (0.095) (0.090) (0.090) (0.195 (0.177) .06D) (0.090)
ACUR 0.002" 0.002" 0.002" 0.002" 0.002” | 0.002" | 0.002" 0.002"
(0.000) (0.000) (0.000) (0.000) (0.001 (0.001) .0(D) (0.000)
ITPR 1.634 1.492" | -0.070 -0.063
(0.645) | (0.448) (0.096) (0.095)
Constant 0.016 0.019" 0.021" 0.020" -0.071" | -0.064" | 0.025" 0.023"
(0.001) (0.001) (0.001) (0.001) (0.035 (0.025) .0(B) (0.005)
Country fixed No No Yes Yes No No Yes Yes
effects
Number of obs. 400 400 400 400 400 400 400 400
Sargan stat. 0.31 0.639 10.648 5.944 11.008 6752. | 8.963 4.460
P-value 0.8531 0.7266 0.1547 0.5462 0.2012 @177 0.1106 0.4853
Durbin-Wu-
Hausman stat. 1.82648 0.17595 19.6780 28.46148
P-value 0.17654 0.67487 0.00005  0.000Q0
Davidson, Mac-
Kinnon stat 1.793087 | 2.345422 2.240733  2.74078
P-value 0.1814 0.1265 0.1353 0.0987

Standard errors in brackets
* significant at 10%; ** significant at 5%; *** sigificant at 1%

List of instruments:

Column 1:Alp_,; Ah; ACUR; AER,; AER,; AER;;
Column 2:Ah; ACUR; AER,; AER,; AER,;
Column 3:Alp_;; Ah; ACUR; AER,; AER,; AER,; AER,; AER,; Agdp,; Agdp,; ITPR;
Column 4:Ah; ACUR; AER,; AER,; AER,; AER,; AER;; Agdp,; Agdp,; ITPR;

Column 5:Alp_;; Ah; ACUR; AER,; AER,; AER,; AER,; AER,; Agdp,; Agdp,; INVR
Column 6:Ah; ACUR; AER,; AER,; AER,; AER,; AER,; Agdp,; Agdp,; Agdp,; Agdp,; INVR ;
Column 7:Alp_;; Ah; ACUR; AER,; AER,; AER,; AER,; Agdp,; Agdp,; ITPR;
Column 8:Ah; ACUR; AER,; AER,; AER,; AER,; Agdp,; Agdp,; ITPR;
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Table 3

Relation (2) estimates
Explained Variable: Alp

[1] (2] (3] (4] (5] (6] [7] (8] [9]
Method \Y OoLS OLS [\ \Y \Y \Y \Y \Y
AER -0.529"
(0.177)
AER; -0.590” -0.530" -0.600” -0.600"
(0.155) (0.208) (0.200) (0.189)
AER, -0.562" -0.607" -0.589" -0.580"
(0.141) (0.189) (0.181) (0.170)
AER; ; -0.573" -0.578" -0.594" -0.588"
(0.133) (0.173) (0.163) (0.153)
AER; -0.298 -0.294 -0.188 -0.203 -0.112 -0.108 -0.162 -0.155
(0.198) (0.196) (0.267) (0.259) (0.294) (0.285) | 0.271) (0.263)
Ah -0.583" | -0.708" | -0.720" | -0.539" |-0.542" |-0555" |-0.555" -0.589" | -0.588"
(0.170) (0.121) (0.121) (0.175) (0.171) (0.158)| .168) (0.148) (0.148)
ACUR 0.002" 0.002™ 0.002™ 0.002™ 0.002™ 0.002™ 0.002” 0.002” | 0.002™
(0.001) (0.000) (0.000) (0.001) (0.001) (0.001)[ .0(1) (0.001) (0.001)
ITPR 0.930" 0.240” 0.241" 0.921" 0.890” 0.770" 0.773" 0.658" | 0.666"
(0.261) (0.062) (0.062) (0.280) (0.265) (0.214)| .20B) (0.218) (0.205)
Constant -0.038 | 0.003 0.003 -0.039 | -0.037" -0.030" -0.031 -0.023 -0.024
(0.016) (0.004) (0.004) (0.017) (0.016) (0.013)] .0(®) (0.014) (0.013)
Country No No No No No No No No No
fixed effects
Number of | 163 163 163 163 163 163 163 163 163
observationsg
P-value of 82%
test AER] 66% 96% 91%
= [ AER]
P-value of 9.9%
test AER, 7] 9.5% 7.5% 8.3%
=[AERy]
Sargan stat.| 3.565 12.841 13.555 6.396 6.377 815.3| 15.264
P-value 0.6136 0.3038 0.3300 0.3803 0.4965 57.16 | 0.2273
Durbin-Wu-
Hausman
stat. 14.64888 12.08244 | 11.76666| 13.23244 12.05782 2.13860 3018
P-value 0.00066 0.01675| 0.00823 0.01019  0.00719 .07871 | 0.06822

Standard errors in brackets
* significant at 10%; ** significant at 5%; *** sigificant at 1%

List of instruments:
Column 1Alp_; ; Ah; ACUR; AER, ; AER, ; AER,; Agdp, ; Agdp, ; Agdp, ; Agdp,
Column 4 Alp_,; Ah; ACUR; AER _,; AER,_,; AER,_,; AER _,; AER, _,; AER,_,; AER ; AER,; AER;; Agdp, ;
ASER; A,SER; A, ; A,CUR
Column 5Alp_,; Ah; ACUR; AER _,; AER,_,; AER_,; AER _,; AER, _,; AER, _,; AER ; AER,; AER;; Agdp, ;
ASER; A,SER; A,h; ; A,CUR
Column 6Alp_,; Ah; ACUR; AER _,; AER, ,;AER,_;; AER,; AER ; AER,; AER;; Agdp, ; Ah,

Column 7Alp_,; Ah; ACUR; AER _,; AER, ,;AER,_;; AER,; AER ; AER,; AER;; Agdp, ; Ah,

Column 8Ah; ACUR; AER _,;AER,_,; AER,_,; AER,; AER ; AER,; AER;; Agdp, ; Agdp, ; Agdp, ;

SER; A,SER; ARD ; A,RD; A,RD

Column 9:Ah ; ACUR; AER ;; AER, |; AER, ;;AER,;AER ;AER; AER;; Agdp, ; Agdp, ; Agdp, ;

SER; A,SER; ARD ; A,RD; A,RD
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Table 4
Mechanical effect on the GDP level by adopting thebest practices for qualification structure or
employment structure - 2005

The best practices are found in Canada for edutatid Denmark for the employment rate

Education level
Impact < 2.5% 2.5% Impact < 5% < Impact
5%

AUS DNK ISL
Impact < 2.5% USA NLD NOR SWE AUT PRT
GRB

CAN JPN FIN IRL

BEL FRA DEU
KOR ESP

Employment  rate
structure

2.5%< Impact <
5%

5%< Impact GRC ITA
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Chart 1

Qualification structure of the working-age population, in 2005
Share, as a %, of each of the three education grosp
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Chart 2

Employment rate (in %) and contribution of each edwcation group (in percentage points), in 2005
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Chart 3

Mechanical effect on the GDP level by adopting thqualification structure of the working-age population
of...

In % - 2005
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In France, for example, the estimation resultsdati that adopting the same qualification strucasethe
United States or Canada would mechanically incr&i3e by 0.6% or 1.3% respectively.
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Chart 4

Mechanical effect on the GDP level by adopting themployment rate structure of the working-age
population of...
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In France, for example, the estimation resultscatdi that adopting the same employment rate staeuetsi the
United States or Denmark would mechanically ineee@aBP by 2.5% or 3.1% respectively.
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